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Abstract

The increasing use of artificial intelligence (AI) models in the classroom not only brings a large number of 
benefits, but also has a variety of ethical implications. To provide effective education, it is now necessary 
to understand the ethical implications of using AI models in the classroom, and the principles for avoiding 
and addressing these ethical implications. However, existing research on the ethical implications of using AI 
models in the classroom is rather sparse, and a holistic overview is lacking. Therefore, this study seeks to offer 
an overview of research on the ethical implications, ethical principles and the future research directions and 
practices of using AI models in the classroom through a systematic literature review. Out of 1,445 initially 
identified publications between 2013 and 2023, 32 articles were included for final coding analysis, identified 
using explicit inclusion and exclusion criteria. The findings revealed five main ethical implications, namely 
algorithmic bias and discrimination, data privacy leakage, lack of transparency, decreased autonomy, and 
academic misconduct, with algorithmic bias being the most prominent (i.e., the number of existing studies is 
the most), followed by privacy leakage, whereas decreased autonomy and academic misconduct were relatively 
understudied; and six main ethical principles, namely fairness, privacy, transparency, accountability, autonomy 
and beneficence, with fairness being the most prominent ethical principle (i.e., the number of existing studies is 
the most), followed by privacy, while autonomy and beneficence were relatively understudied. Future directions 
of research are given, and guidelines for future practice are provided: (1) further substantive discussion, 
understanding and solution of ethical implications are required; (2) the precise mechanism of ethical principles 
of using AI models in the classroom remains to be elucidated and extended to the implementation phase; and 
(3) the ethical implications of the use of AI models in the classroom require accurate assessment.
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I. Introduction

ARTIFICIAL intelligence (AI) is defined as a branch of computer 
science that simulates intelligent behavior in computers, in an 

attempt to develop human-like intelligence machines [1]. In recent 
years, AI has become an indispensable part of people’s lives with its 
powerful functions, and it deeply affects all areas of human activities, 
including education [2]. In order to achieve Sustainable Development 
Goal 4 (SDG4) of UNESCO’s Agenda 2023 on quality and inclusive 
education [3], many AI models have been applied in real classrooms to 
promote instruction and learning, such as Google Classroom (which 
was applied to online teaching management) [4], Google Dialogflow 
(which was used as a virtual education assistant) [5], and GPT (which 
was applied to automatic question generation and essay scoring) [6]. 

These AI models are based on powerful algorithms and generating 
capabilities to support personalized learning systems and automated 
assessment systems that facilitate students’ learning and teachers’ 
teaching [7]. They contribute to students’ learning and can also free 
teachers from heavy work [8]. Compared with traditional computer-
based models, these AI models can provide more dynamic and realistic 
learning experiences [9].

However, despite the use of AI models in the classroom having 
many undeniable benefits, it also raises potentially extensive ethical 
implications, for instance, leakage of personal private data caused by 
the collection of large amounts of data, discrimination and unfairness 
caused by algorithmic bias, and lack of integrity caused by the abuse of 
technology [10], [11]. Thus, using AI models in the classroom is seen 
as a complex and highly controversial issue [12]. Actually, however, 
we just need to assume what our response speed will be, rather 
than ignoring or banning AI, thus avoiding extremism [13]. SDG4 
emphasizes that AI technologies must be applied to ensure equitable 
and inclusive access to education [3]. Hence, AI should be used to 
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enhance and amplify the ability of teachers to teach and students to 
learn, instead of being replaced by them. In fact, both discriminative AI 
models and generative AI models are the result of data-driven model 
training, not a mystical magic [14]. Therefore, AI models are not a 
panacea, and this understanding of AI will help address the ethical 
implications explored in this study.

In order to avoid and address the ethical implications resulting 
from the use of AI models in the classroom, more ethical principles 
need to be considered, such as privacy, fairness, transparency and 
accountability [15]. Recently, some researchers and international 
organizations have specifically studied the ethical principles when 
applying AI in the field of education [16]. It is worth noting that 
some ethical principles overlap in these reports, but few studies have 
systematically examined the global consensus on the ethical principles 
of using AI in the classroom [17]. At a more formal and legal level, 
some countries and organizations have developed or are developing 
general laws about AI, such as the United States’ AI Bill of Rights [18] 
and Canada’s Artificial Intelligence and Data Act [19], which also 
cover the ethical aspects of using AI. Most notably, the European Union 
approved the Artificial Intelligence Act in December 2023 [20], which 
is the first global comprehensive regulation of the field of AI. Some 
rules for AI development and use have also been developed, such as 
human oversight, security, privacy, transparency, non-discrimination, 
and social and environmental well-being [21]. These efforts aimed to 
achieve a consensus on the rational and regulated use of AI through 
ethical and legal constraints.

In general, using AI models has brought about some ethical 
implications while improving the quality of instruction and learning. 
However, the ethical implications, ethical principles, and related 
research directions of using AI models in the classroom still need 
to be clarified. Previous systematic review work has provided some 
substantial insights into AI in education, including theoretical 
paradigms, applications, benefits, challenges and trends [8], [22]-[24]. 
However, literature reviews on the ethical implications about the use 
of AI models in the classroom are limited, and there is no research 
involving a systematic literature review, resulting in the lack of a 
holistic view. Additionally, the reviewing which principles are required 
to avoid and address the ethical implications of AI model use in the 
classroom remains inadequate and has only been macroscopically 
articulated in a few studies [11],[17]. Meanwhile, the future research 
and practice directions of related research could be clearer. Further 
research is urgently needed to clarify the ethical implications, ethical 
principles, and future research directions of using AI models in the 
classroom. Compared with the general literature review method, 
the systematic literature review method based on the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 
emphasizes following strict steps to extract valid information from 
existing literature, to draw comprehensive conclusions [25], which are 
conducive to providing evidence for solving the research questions 
of this study. Therefore, to make up for this lack of research, this 
systematic literature review collected, reviewed, and summarized the 
research on the ethical implications, principles and future research 
directions of using AI models in the classroom.

The rest of this paper is structured as follows. Section II critically 
reviews the ethical implications and principles of using AI models 
in the classroom and raises the research questions. Section III 
describes the PRISMA method used in this study. Next, the results 
and findings of the literature analysis regarding the research 
questions are presented in Section IV. Based on the literature 
analysis, Section V provides further discussion of the results and 
findings. In Section VI, the implications, limitations and future work 
of the current study are illustrated.

II. Literature Review

A. The Ethical Implications of Using AI Models in the Classroom
In recent years, AI models have been widely used in the classroom. For 

example, Zhang et al. [26] introduced AI models into flipped classrooms 
to digitize and visualize course material preparation, supporting AI-
assisted interactive classroom learning. Suresh et al. [27] discussed the 
application of several deep learning models for promoting fair classroom 
discussion. Recently, some studies have reported on generative language 
models such as chatbots being applied in the classroom to support 
student learning [28], [29]. However, despite the use of AI technology in 
teaching and learning bringing huge benefits to revolutionize education, 
the integrating AI models into the classroom could have significant 
ethical implications [7]. Some typical ethical implications have been 
identified. For instance, powerful algorithm-based AI predictive models 
can indeed provide personalized learning for students [30], assist teachers 
in instructional design [31], and provide references for administrators in 
making educational decisions [32]. However, one potential ethical issue 
is that AI algorithms can be biased. Verma [33] argued that if the data 
are biased, the AI models perpetuate those biases, thereby exacerbating 
existing discrimination in educational systems. In addition, data-driven 
AI models require collecting and storing large amounts of sensitive 
student data. This could raise another potential ethical issue, namely 
that these data could be used for unintended purposes or be accessed by 
unauthorized individuals, leading to students’ privacy disclosure [16], 
[34]. Moreover, lack of accountability and transparency are also major 
ethical implications of using AI models in the classroom, which leads 
to the question of who is responsible for the accuracy of educational 
decisions based on AI models and how they are made [35]. Recently, 
Naidu and Sevnarayan [36] reported on the potential crisis of academic 
integrity arising from using ChatGPT, an emerging large AI language 
model, for online assessment in distance education.

In addition, the systematic literature review approach has provided 
comprehensive views of other aspects of using AI in education, such 
as paradigms, applications, benefits, challenges, and trends [8], [22]-
[24]. For instance, Tahiru systematically reviewed the challenges of 
implementing AI in education, including ethics, privacy, and trust 
[24]. These are echoed in Murphy’s research. He systematically 
summarized the major applications of AI models in education, such 
as rule-based expert systems, intelligent tutor systems (including a 
student model and a teacher model), and machine learning (including 
automated scoring systems and early warning systems). Meanwhile, 
he pointed out that these models are error-prone when used in 
different scenarios, which can have ethical implications including bias, 
transparency and trust [8]. Based on the e-learning background, Tang 
et al. [23] systematically summarized the future research trends of the 
use of AI in education, especially emphasizing the assessment of the 
environment and its implications. 

However, in these studies, the ethical implications were not a major 
part of the review and were only briefly summarized. Moreover, previous 
research has not specifically elaborated the ethical implications about 
the use of AI models from a teaching and learning perspective, and there 
has been a lack of attention to the future direction of related research. 
Hence, it is not clear what the main aspects and concrete content of 
the ethical implications are, and what future research directions will 
be. Additionally, in contrast to other review methods, the approach of 
PRISMA emphasizes the search and selection of literature guided by the 
research question [25], which has the potential to provide a complete 
picture of ethical implications of AI models use in the classroom, as 
demonstrated by research on the ethical implications about AI in other 
fields [37]. Therefore, there is an urgent need for a systematic review to 
clarify the main ethical implications using AI models in the classroom, 
to guide instruction practice.
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B. The Ethical Principles of Using AI Models in the Classroom
The ethical principles are the guidelines that should be followed 

for the ethical use of AI models in the classroom to avoid and address 
ethical implications [15]. Hagendorff [38] emphasized that ethical 
principles for using AI are necessary and must be aligned with societal 
values. Some international organizations (e.g., UNESCO Education & 
AI and the European Commission) have reported the general ethical 
principles that should be followed from AI design and development 
to its use, such as security, privacy, transparency, accountability, 
inclusiveness, sustainability, and human-centeredness [39], [40]. 
Likewise, these ethical principles have been further discussed in 
education. For example, in terms of the principle of privacy, Miao et al. 
[39] considered that to protect the privacy of teachers and students, it 
is necessary to collect and analyze the points of teachers and students 
before using AI models to decide how to deploy AI in the classroom. 
Additionally, the large collection of student and teacher data 
highlighted the need for transparency in using AI models [41]. The 
principle of transparency refers to the detailed explanation of using AI 
models, including what the data are, how they are collected, how they 
are interpreted, and how they are used [15]. Slimi and Carballido [42] 
emphasized that the principle of transparency is critical for teachers 
and students because data visualization can be used to analyze student 
learning behaviors and trajectories and to provide additional support 
for teachers’ instruction. Moreover, the principle of accountability 
ethics has also been called for in some studies. For example, Klimova 
et al. [11] highlighted the primary responsibility for clarifying the use 
of AI-driven mobile apps in education. Hong et al. [43] pointed out 
that when AI is applied in education, it should be determined who 
is responsible for the consequences of the data use. These studies 
required clear subject responsibility for educational decision making 
based on AI models.

However, review work on ethical principles of using AI models in 
the classroom is still insufficient, and only a few reviews have been 
conducted [11], [17]. Specifically, Klimova et al. [11] synthesized 
eight articles on the ethical principles of using AI in education, and 
concluded four major principles, namely beneficence, accountability, 
justice and human values. Regrettably, this study reviewed only a 
few articles, and needed to provide further analysis of these ethical 
principles. Additionally, in Memarian and Doleck’s research [17], they 
examined the fairness, accountability, transparency, and ethics in AI 
in the context of higher education, but they did not define ethical 
principles as the primary research focus. Importantly, previous studies 
did not explore the principles that should be followed to avoid and 
address the ethical implications of using AI models in the context of 
the classroom. More perspectives have focused on the macro context 
of education. However, some of the ethical implications arising from 
the current use of AI models in teaching urgently require a research 
perspective focused on the classroom. Further, future directions for 
related research have not been specifically discussed in previous 
studies. Therefore, it is still unclear what the main aspects of the ethical 
principles of using AI models in the classroom are, and what the future 
research directions are. Since the PRISMA method can extract and 
interpret data more accurately than the general review method [25], 
it is conducive to providing more accurate answers to the questions 
in this study. All in all, based on clarifying the ethical implications of 
using AI models in the classroom, this study further systematically 
reviewed the ethical principles that should be considered.

C. Research Questions
To further understand the ethical implications when applying AI 

models in the classroom, this systematic review examined the ethical 
implications and ethical principles from the teaching and learning 
perspective. Additionally, the future research directions of related 

research were also investigated. Specifically, the following research 
questions were proposed in this study:

RQ1: What are the ethical implications of using AI models in the 
classroom?

RQ2: What are the required principles of using AI models in the 
classroom to avoid and address the ethical implications?

RQ3: What are future directions of research and practice regarding 
the ethical implications and principles of using AI models in the 
classroom?

III. Method

The systematic review method was adopted in this study based 
on the Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) principles, comprising a total of four 
phases: identification, screening, eligibility, and included [25]. This 
methodology was designed to answer specific research questions 
through clear, systematic, and repeatable search strategies [44]. Next, 
the procedure of systematic literature review in this study will be 
described.

A. Literature Search Process
Two international publication databases were selected to search 

the full-text archives, including the Web of Science and Scopus, which 
are the most comprehensive databases of academic literature [45]. 
In both databases, most journals are predominantly in the English 
language [46]. Burnham [47] insisted that the Web of Science and 
Scopus can complement each other to improve the coverage rate of 
related articles. Importantly, the works contained in these databases 
are seen to be of high quality and to have significant impact in social 
science, and the databases cover a wide range of educational journals 
[48]. Compared with other databases, these two provide a variety 
of search methods and browsing options, including standard, basic 
and advanced methods, which is more conducive to the accuracy of 
literature searches [46]. Additionally, the high accessibility of their 
journals in the academic community is more conducive to the conduct 
of this research. Furthermore, the literature searched for in this study 
covers articles published between 2013 and July 2023, because AI 
began to make significant progress in education from around 2013 
[45]. To ensure the quality of the review, the selected articles were 
only from peer-reviewed papers, because they have a high degree 
of credibility and have undergone a rigorous review process [49]. In 
addition, conference proceedings (if available) were included in this 
study to obtain up-to-date information on the ethical aspects of the 
use of AI models in the field of education. Based on the Cochrane 
Handbook of Systematic Reviews of Interventions, searching for 
conference proceedings is considered a highly reliable practice, 
because it is beneficial to capture as many studies as possible, and can 
greatly reduce the risk of publication bias [50]. After the full text was 
filtered, according to the guidelines [51], the snowball method was 
applied to find further papers which were not retrieved through the 
search strings.

The structured search strategy was adopted in this study to search 
the databases. To find the most relevant literature in this field, the 
PICOC (Population, Intervention, Comparison, Outcome and Context) 
framework, proposed by Petticrew and Roberts [52], was adopted to 
define the search string and the scope of this study (see the details 
below):

a) Population: this study deals with terms, keywords, or some 
variation of the same meaning related to AI models, classrooms, 
and ethics. Therefore, the search string was defined according to 
these criteria.
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b) Intervention: to implement this theme, some exclusion criteria 
were designed, as shown in Table I. Articles that did not meet 
these specific requirements were excluded.

c) Comparison: emphasis was on the specific ethical implications 
and principles of using AI models, rather than on a broader picture 
of their use.

d) Outcome: this step determined which outcomes were the most 
relevant to answering the research questions [52]. Hence, in 
addition to the ethical implications and principles of using AI 
models in the classroom, future research directions related to the 
topic were also included as outcomes.

e) Context: the last step is the “context” that defines the boundaries 
of the questions, which was defined as classroom teaching and 
education.

Ultimately, the following search string and Boolean operators AND/
OR were utilized: (“Artificial intelligence” OR “AI” OR “AI model”) 
AND (“classroom” OR “educat*”) AND (“ethic*” OR “moral*”). This 
literature search was conducted in August 2023 and initially identified 
1,445 records (1,063 from WOS, 382 from SCOPUS). 

B. Inclusion and Exclusion Process
To improve the pertinence of the literature in the analysis of the 

research questions, a set of inclusion and exclusion criteria was designed 
to identify better the papers that focused on the ethical implications of 
the use of AI models in the classroom (shown in Table I). Specifically, 
these criteria were mainly based on the following considerations: (a) 
published between 2013 and 2023, as AI has made significant progress 
in the field of education since 2013 [45]; (b) written in English, not 
only because English is the internationally recognized language in the 
field of science, but also the same language is more conducive to text-
mining analysis; (c) research from articles or conference proceedings 
were chosen, because they are highly scholarly; (d) sourced from peer-
reviewed scientific papers, as these papers are typically evaluated 
by experts in their subject area, thus ensuring some form of quality 
check; (e) conducted in the field of education, because this was in line 
with the background of this study, for example, research in the field of 
medicine was excluded, but research in the field of medical education 
was included; (f) focus on the use of AI models in education, rather 
than the design and development of AI models; and (g) focus on the 
ethical implications of using AI models, rather than simply mentioning 
them, and discussion of the ethical implications as an important part 
of the research.

TABLE I. Inclusion and Exclusion Criteria

Inclusion criteria Exclusion criteria

Research must be published from 
2013 to 2023.

Research published before 2013.

Research must be written in English.
Research written in any other 
languages.

Research from articles or conference 
proceedings.

Research from book chapters, 
magazines, news, and posters.

Research must be sourced from peer-
reviewed scientific papers.

Research not sourced from peer-
reviewed scientific papers.

Research must be carried out in the 
field of education.

Research conducted in fields other 
than education.

Research must focus on using AI 
models in education.

Research not focused on using AI 
models in education.

Research must focus on the ethical 
implications of using AI models.

Research not focused on the ethical 
implications of using AI models.

After deleting 151 duplicates, the remaining 1,294 articles were 
screened according to the inclusion and exclusion criteria. The 

number of articles that did not meet the criteria by reviewing the titles 
and abstracts was 121. Subsequently, 79 articles that were inconsistent 
with the research purpose were further excluded by full text reading, 
and 28 relevant articles were identified. According to Webster and 
Watson’s suggestions [53], a forward and backward reference search 
was carried out for these articles to identify further relevant records. 
In the backward search, references for 28 articles were analyzed, and 
in the forward reference, Google Scholar was used to analyze and 
identify articles that cited reservations; as a result, four articles were 
added after review according to the inclusion and exclusion criteria. 
Eventually, 32 eligible articles were identified for systematic review. 
The PRISMA flow diagram of the study is summarized in Fig. 1.
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• peer-reviewed journals (n = 35)
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(n = 1,294) 

Records screned
(n = 1,294) 

Full-text records assessed for eligibility
(n = 121) 

Records identified for systematic review
(n = 32) 

Remaining records from database searching
(n = 28) 

Full-text articles excluded (n = 93), with reasons:
• Not available (n = 32)
• Not about the use of AI in education (n = 38)
• Not focusing on AI ethics in the

research results (n = 23) 

Records included through backward and forward search
(n  = 4)

Fig. 1. PRISMA flow diagram of the study.

To ensure rigorous evaluation of articles included in the review, 
the following quality criteria were developed: (a) the article clearly 
defined the purpose of the research; (b) the article disclosed the 
research methodology used; (c) the article clearly presented one or 
more ethical implications or principles for the use of AI models in 
the classroom; and (d) a comprehensive description of the results was 
provided in the study. 

As shown in Table II, among the 32 included articles, 23 were 
journal papers and nine were conference papers. In terms of regional 
distribution of the literature, the most prolific region for relevant 
literature was Europe (N = 17, 53%), followed by North America (N 
= 11, 35%), Asia with less (N = 3, 9%), and Oceania with the least (N 
= 1, 3%). In terms of the distribution of educational stages, except for 
discussion in which the scope was not specified (N = 21, 66%), the 
research was mainly concentrated on higher education (N = 8, 25%). 
In addition, the major research methods for the 32 studies were also 
identified, including literature study, quantitative survey, interview 
and observations, exploratory research, perspective, case study and 
mixed methods. Among them, literature study was the most commonly 
used method (N = 12, 38%), followed by perspective (N = 9, 28%). 

C. Data Analysis
The inductive grounded method was applied to analyze and classify 

the information in the 32 eligible articles relevant to the research 
question [54]. This classification method identifies and refines topics 
through data rather than pre-determined categories or theories, 
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which facilitates the extraction of new findings and protects the 
richness of the data [55]. To help answer the research questions, the 
following extraction framework was identified to extract data from 
the 32 included articles: study objectives, study design, study type, 
educational topic, AI application, main findings, ethical implications, 
ethical principles and the considerations of future work. 

To answer RQ1—What are the ethical implications of using AI 
models in the classroom?—inductive analysis was performed to extract 
information about the ethical implications by manually mapping each 
article. These descriptive data were reconstructed through the process 
of coding, conceptualization, and classification. Specifically, coding 
was used to identify sentences or paragraphs from the data that were 
relevant to the ethical implications, and to describe them with short 
phrases. Then, the constant comparison method was applied to combine 
the similar codes to form categories about ethical implications [55]. To 
answer RQ2—What are the ethical principles of using AI models in the 
classroom?—the researchers read through the full text and adopted 
the above analytical steps to form categories about ethical principles. 
Meanwhile, the frequencies of each category coded were calculated 
in this study. To answer RQ3—What are future directions of research 
and practice regarding the ethical implications and principles of using 
AI models in the classroom?—the recommendations made by each 
researcher in the discussion and conclusion sections were read manually. 

Additionally, three strategies were adopted in this study to ensure 
the reliability of the literature analysis. Firstly, two trained researchers 
carried out constant discussions until agreement was reached to verify 
the categories [56]. Secondly, according to Hsieh and Shannon [57], 
the Results section of this study explains in detail the categories of the 
literature findings for each research question. Finally, some examples 
are presented within each category to prove how well categories 
represent the data in response to the research questions [58]. 

IV. Results

A. What Are the Ethical Implications of Using AI Models in the 
Classroom?

Content analysis of the current literature revealed five categories of 
ethical implications about the use of AI in the classroom: data privacy 
leakage, algorithmic bias and discrimination, lack of transparency, 
decreased autonomy, and academic misconduct (shown in Table III). 

TABLE III. The Ethical Implications of Using AI Models in the 
Classroom

Category Example Na Sample studies
Algorithmic 
bias and 
discrimination

Gender discrimination. 7 Ghotbi and Ho [68]
Racial or ethnic 
discrimination.

6 Ghotbi et al. [69]

Class discrimination. 2 Matias and Zipitria [70]
Cultural bias. 2 Masters [71]

Loss of privacy Personal information is 
leaked.

6 Köbis and Mehner [72]

Increasing culture of 
algorithmic surveillance.

5 Reiss [35]

The absence of the right 
to be forgotten and to give 
informed consent.

3 Adams et al. [73]

Lack of 
transparency

Teachers and students may 
have difficulty understanding 
predictions related to learning 
performance.

5 Hong et al. [43]

The explanation of potential 
or actual disadvantages or 
risks of using AI models in 
the classroom is not apparent.

3 Slimi and Carballido 
[42]

Decreased 
autonomy

The ability of students and 
teachers to manage their own 
lives is reduced.

6 Han et al. [74]

Academic 
misconduct

Cause cheating and 
plagiarism issues.

5 Adams et al. [75]

a The number of studies added up to more than 32 because multiple ethical 
implications of using AI models in the classroom are described in several 
studies.

1. Algorithmic Bias and Discrimination
Algorithmic bias and discrimination is the most studied ethical 

implication in the reviewed studies (N = 17). Due to the training data, 
AI models have been shown to exhibit bias and discrimination, which 
reinforce inherent stereotypes. The existing literature focuses on bias 
around databases and algorithms of AI models against certain groups 
of students (often underrepresented minorities), involving aspects 
such as gender, race or ethnicity, class and cultural background. 
Specifically, gender discrimination is one of the most apparent forms 
of this issue. Akgun and Greenhow revealed the gender stereotypes of 
using AI models in language learning classrooms. When students learn 
the translation of sentences using generative language models, such as 
those about doctors and soldiers, they are often translated as male, 
which exacerbates some social prejudices and gender stereotypes [10]. 
Additionally, Holmes et al. noted that the application of AI models 
could be influenced by “cultural imperialism,” leading to ethical 
issues of cultural discrimination in the classroom [16]. Furthermore, 
biased decision algorithms have been shown in AI models, such as 
personalized learning, automated assessment, facial recognition 
systems and predictive systems in education [58]. Kooli considered 
that AI models, such as chatbots, can produce inaccurate results or 
misleading information that can lead to decisions being made against 
specific groups of students [59].

2. Data Privacy Leakage
Data privacy leakage is a critical ethical issue in debates of using AI 

models in the classroom (N = 14). AI models are used to analyze, assess 
and predict students’ learning performance by accumulating large 
amounts of diverse data, such as personal background information, 
academic performance, facial expressions, and verbal records [35]. 
While these models can optimize the learning experience in the 

TABLE II. The General Information of the 32 Included Articles

General information Category N %
Article type Journal 23 72

Conference paper 9 28

Country/Region Europe 17 53

North America 11 35

Asia 3 9

Oceania 1 3

Educational sector Higher education 8 25

K-12 3 9

Unspecified field 21 66

Method Literature study 12 38

Quantitative survey 3 9

Interview and observations 4 13

Exploratory research 2 6

Perspective 9 28

Case study 1 3

Mixed methods 1 3
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classroom, they also raise some ethical problems about data privacy, 
including personal information leakage, surveillance and student 
tracking, the absence of informed consent and the right to be forgotten. 
Leakage of students’ personal information is a frequently reported 
problem [60]. Kowch posed that the long-term tracking of students by 
AI has led to privacy disclosure, and AI surveillance is a difficult ethical 
issue that has long been considered [61]. Holmes et al. considered that 
students still lack a real opportunity to choose whether to opt in or 
out of educational AI systems, and that the right to informed consent 
and to be forgotten are important [62]. Therefore, enhancing privacy 
protection is a must for using AI models in the classroom.

3. Lack of Transparency
Lack of transparency is the third most ethical concern in the 

studies reviewed (N = 8). It is worth noting that transparency is also 
directly called explainability in some studies, such as Jang et al.’s [63] 
and Farrow’s research [64]; it refers to the detailed explanation of 
algorithmic decisions or the collection and processing of data. There is a 
general decline in transparency around the use of AI models [17]. Kooli 
considered that the current application of AI models in the classroom 
still has a lack of explanation, that is, most teachers and students do 
not understand the process of AI decision making, and how and under 
what conditions to use these data [59]. Importantly, the former risks 
and practical downsides of using AI models in the classroom are not 
spelled out in detail [41]. Chen et al. [29] demonstrated that when a 
chatbot was designed for use in the classroom to support students’ 
learning, it was not always able to identify spelling mistakes or 
understand colloquial speech. Further, the chatbot lacked a deeper 
understanding of the emotions expressed by students, such as sarcasm. 
As noted in Hong et al., a lack of transparency has led some teachers 
and students to question the results of AI algorithm-based learning 
predictions and decision models [35].

4. Decreased Autonomy
Decreased autonomy is also a serious ethical issue discussed in 

the reviewed studies (N = 6). It is worth noting that autonomy is also 
directly called agency in some studies, such as Tuomi [65] and Holmes 
et al. [16]; it refers to individuals being free to pursue goals and values 
that they deem important. Schiff suggested that in the case of using AI 
models in the classroom, inappropriate decision-making empowerment 
could potentially decrease and even undermine the autonomy of 
teachers, students, and parents, and he further emphasized that such 
problems have already arisen [66]. For example, Chen et al. [29] found 
that when chatbots were used in the classroom, some students only 
skimmed the learning content superficially rather than constructing 
their own thoughtful answers, and others even tended to engage in 
“smart loafing” in the classroom, handing the responsibilities for 
collaborative learning to the AI virtual assistant. Similarly, Akgun 
and Greenhow [10] and Klimova et al. [11] considered that algorithm-
driven prediction systems and AI-driven mobile apps for education 
decrease the ability of students and teachers to manage their own 
lives, which may even lead to their conforming to norms in specific 
“data points.”

5. Academic Misconduct
Academic misconduct is the least ethical concern in the reviewed 

studies (N = 5). However, the misuse of AI technology has led to 
some academic misconduct issues. The automatic generation function 
of AI models, such as ChatGPT, may be used by students to cheat 
and plagiarize while completing assignments and participating in 
assessments, which devalues the efforts of others and thus produces 
unfairness [59]. For example, Adams et al. mentioned that with regard to 
student writing, the use of AI models has caused the boundaries of who 
is writing to begin to blur: the student or AI [67]. Therefore, the issue 

of academic integrity caused by the misuse of technology must be paid 
special attention to, because it not only involves the ethical use of AI 
during teaching and learning, but may also lead to educational inequity.

B. What Are the Ethical Principles of Using AI Models in the 
Classroom?

A count summary of ethical principle terms from the reviewed 
studies is presented in Table IV. Through content analysis, six ethical 
principles of using AI models in the classroom were summarized: 
fairness, privacy, transparency, accountability, autonomy, and 
beneficence.

TABLE IV. The Ethical Principles of Using AI Models in the Classroom

Category Example Na Sample studies

Principle of 
fairness

Ensure that educational 
opportunities are equal 
among the students 
recommended by AI 
algorithms.

8 Matias and Zipitria [70]

Ensure the accessibility 
of (digital) educational 
resources.

6 Köbis and Mehner [72] 

Inclusive of students from 
diverse backgrounds.

5 Schiff [66]

Principle of 
privacy

Keep the data provided by 
the students confidential.

9 Nguyen et al. [15]

Acquire the students’ active 
and full consent to access 
and use their personal data.

8 Masters [71]

Principle of 
transparency

Ensure that the educational 
decision-making process of 
AI models is explainable and 
understandable.

7 Chaudhry et al. [80]

Specify the benefits, actual 
drawbacks, and possible 
risks of using AI models in 
the classroom.

4 Memarian and Doleck 
[17]

Protect students’ data 
ownership.

2 Nguyen et al. [15]

Open communication 
regarding the expectations 
of using AI models in the 
classroom.

2 Köbis and Mehner [72]

Principle of 
accountability

Be responsible for the 
actions and decisions of 
using AI models.

9 Mouta et al. [81]

Ensure teachers and 
students the right to access 
data.

4 Jang et al. [63]

Principle of 
autonomy

Teachers and students 
always maintain self-
determination in deciding 
whether and how to adopt 
AI models.

8 Schiff [66]

Principle of 
beneficence

Provide comprehensive 
training before using AI 
models to enhance AI 
literacy.

4 Busch et al. [78]

Support students’ 
development and teacher 
well-being. 

2 Adams et al. [75]

a The number of studies added up to more than 32 because multiple ethical 
principles of using AI models in the classroom are described in several studies.
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1. Principle of Fairness
Fairness (or justice, or equity) is the most mentioned ethical 

principle in the reviewed studies (N = 19). According to the results 
of the systematic literature review, fairness generally subsumes 
representation, accessibility, and inclusiveness. First, AI models must 
be designed, developed and deployed with non-discriminatory and 
unbiased data and algorithms to ensure representation and equality 
between different educational groups. For example, when AI models 
are applied to student services, such as admissions and financial aid, 
they should ensure that they do not exacerbate existing biases and 
discrimination based on race, class, gender, or socioeconomic status 
[41]. In addition, Nguyen et al. posited that infrastructure, skills 
and social acceptance should be taken into account when using 
AI models, allowing equitable access and use by all teachers and 
students [15]. Schiff considered that the AI tutoring system needs to 
fit the background of students, such as their local customs, cultural 
background and learning styles [66]. 

2. Principle of Privacy
Privacy is the second ethical principle of using AI models in the 

reviewed studies (N = 17). First, the use of the AI-assisted tutor system 
in the classroom should protect students’ personal information, such 
as gender, age, family address and mobile phone number, to avoid 
information leakage and personal harassment [76]. Moreover, Jang 
et al. further pointed out that students’ data and privacy should be 
protected throughout the life cycle of using AI models, both in terms 
of raw data provided by students and new data generated about 
students during the interactions with AI systems (such as learning 
outcome analysis and recommendations) [63]. On the other hand, 
when collecting data about students, for whatever reason, it should 
be ensured that the student is giving active and not passive consent to 
the collection of personal data [71]. Meanwhile, Hong et al. considered 
that the use of AI models should also obtain full informed consent on 
how personal information and data are collected, shared and used [43]. 

3. Principle of Transparency 
Transparency is the third ethical principle in the reviewed studies 

(N = 15). According to the results of the systematic literature review, 
the principle of transparency mainly includes interpretability, 
traceability, data ownership and communication. First, Holmes et 
al. emphasized that teachers and students should be provided with 
detailed explanations of the rationale, operational processes and 
outcomes of using AI models, so that they can better understand and 
apply the results [16]. For instance, when using AI models to make 
teacher ratings, student evaluations, and other educational decisions, 
the process, results and application condition of AI algorithm decisions 
must be explained in detail. Moreover, in addition to displaying the 
benefits of AI models, teachers and students must be informed of 
the actual drawbacks and potential risks of using AI models in the 
classroom, and even remedial suggestions [41]. Additionally, Nguyen 
et al. argued that data ownership, which relates to who owns and 
has access to students’ personal data, is an important aspect of the 
principle of transparency [15]. The open communication regarding 
the expectations of using AI models in the classroom is also considered 
essential to promote trust [72]. 

4. Principle of Accountability
Accountability is the fourth ethical principle in the studies reviewed 

(N = 13). This principle requires responsibility for the actions and 
decisions of using AI models in the classroom and ensures that teachers 
and students have the right to access their data. Celik considered 
that teachers need to understand who the developers responsible for 
the design and decision-making of AI models are [77]. In addition, 
Hong et al. suggested that the principle of accountability can also be 

considered as the capacity to verify actions and decisions, so teachers 
and students must be provided with the right to own and control how 
AI models are used to facilitate their own teaching and learning [43]. 
Therefore, it is necessary to clearly state the acknowledgment and 
responsibility of the actions of every relevant person involved in using 
AI models.

5. Principle of Autonomy 
Autonomy is the fifth ethical principle in the studies reviewed (N 

= 8). According to the literature reviewed, the principle of autonomy 
is generally associated with these key words, such as freedom, self-
determination, independence, and empowerment. For example, Busch 
et al. emphasized that AI models should be considered as an addition 
to teaching and learning, rather than completely replacing traditional 
teaching materials and approaches, so that teachers and students can 
decide at any time whether or not to apply AI models [78]. Köbis and 
Mehner believed that it is essential to ensure the decisions made when 
using AI models in the classroom are aligned with human values and 
prevent compromising human independence [72]. Therefore, learner-
centered use of AI models must be cultivated to strengthen students’ 
authority and autonomy over their own learning. 

6. Principle of Beneficence
Beneficence is the sixth ethical principle in the reviewed studies (N 

= 6). In the context of using AI models in the classroom, the principle 
of beneficence is always described in terms of providing appropriate 
training about AI applications, benefiting the development of 
students, and promoting the well-being of teachers. First, training 
courses on using AI models should cover knowledge, skills, and ethical 
considerations to improve the AI literacy of teachers and students [79]. 
Busch et al. considered that proper education and training on using AI 
models can not only effectively integrate AI into the classroom, but 
can also foster the AI literacy of students and teachers, and enhance 
autonomy and justice [78]. In addition, the use of AI models must 
meet the developmental needs of students and stay consistent with 
the educational goals [66]. Similarly, teacher well-being was also 
considered an important principle in Adams et al. [75] and Adams et 
al. [73]; it refers to the needs and the physical and mental health of 
teachers faced with the challenge of using AI models in the classroom. 

C. What Are Future Directions of Research and Practice of 
Related Research?

Continuous discussions are required to comprehensively 
understand, prevent and overcome the ethical implications of AI 
model’s use in the classroom. Table V displays the proposed future 
research and practice directions regarding the ethical considerations 
about the use of AI in the classroom.

First, while AI models have the capability to revolutionize 
education, it also raises a number of ethical implications. The results of 
this literature analysis show that the ethical implications of the use of 
AI in the classroom are not limited to bias and data privacy disclosure, 
but are also related to the ethical implications of reduced autonomy 
and academic integrity (see Table 2). Although these implications 
are mentioned or discussed in the existing literature, many of them 
have not been studied in detail. Hence, further substantive discussion, 
understanding and solution of these implications are required (see 
Table 5). On the one hand, educational decisions made by algorithm-
based AI predictive models lead to bias and discrimination, but it is not 
clear what algorithmic features and attributes are needed to reduce 
such data bias. Future work should continue to optimize educational 
AI predictive models by training them using unbiased data. On the 
other hand, when AI is applied in the classroom, the algorithm-driven 
education prediction systems and AI-driven mobile learning apps 
decrease students’ autonomy. In the future, learner-centered use of 
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AI models should be cultivated, and AI ethics courses are required in 
educational settings to learn about the ethical use of AI [82].

Second, in fact, most of the ethical principles discussed in the 
literature are more applicable to general AI systems or computing 
and design environments, and there is a lack of research on ethical 
principles for specific use cases in the classroom [15]. Thus, the 
precise mechanism of ethical principles of using AI models remains 
to be elucidated and extended to the implementation phase in the 
classroom. For example, how ethical principles lead to the ethical 
function of using AI models in practice remains ambiguous, and more 
robust policy guidance for educators is needed. Additionally, how to 
integrate the ethical principles of using AI models into the teaching 
practice of teachers remains to be further explored. More pedagogical 
responsive and context-sensitive ethical approaches should be 
designed and adopted in the use of AI models, to avoid and address 
these ethical implications [73].

Third, the ethical implications need to be more accurate assessment. 
On the one hand, how to investigate the ethical implications when 
applying AI model’s during teaching and learning is a direction 
that needs further research. The existing discussion on the ethical 
implications about the AI models use is mostly descriptive research, 
and more clear empirical research is required [63],[11]. Moreover, 
future research needs to clarify the ethical definition of using AI 
models in the classroom to help identify the ethical implications. On 
the other hand, future work will be necessary to develop or customize 
ethical implication assessments for specific AI models use cases in 
classroom contexts. Thus, not only both positive and negative effects, 
but also the precise needs of the relevant stakeholders should be 
considered when assessing the ethical implications of AI models use 
in the classroom. 

V. Discussion

A. Five Ethical Implications of Using AI Models in the Classroom
The first research question identifies the five major ethical 

implications of the use of AI models in the classroom, namely 
algorithmic bias and discrimination, data privacy leakage, lack of 
transparency, decreased autonomy, and academic misconduct. First, 
in terms of algorithmic bias and discrimination, although the main 
promise of AI models is to improve the objectivity and accuracy 

of instruction, the fact is that when AI is applied in the classroom, 
these inherent social biases, discrimination, and power structures are 
naturally embedded in them, and are even further perpetuated and 
exacerbated [10]. Masters emphasized that there is no such thing 
as ethically neutral AI, as all AI models react and make decisions 
that favor specific groups, leading to bias and discrimination in the 
classroom [71]. Second, another ethical implication surrounding 
the use of AI models in the classroom is data privacy leakage. The 
disclosure of personal information, surveillance and student tracking, 
lack of informed consent, and the right to be forgotten were often 
considered in the use of AI models. Previous review work has also 
identified the ethical implications of data privacy leakage [10], but in 
this study, the absence of students’ right to be forgotten was further 
reviewed. Through the review, this study found that students lack the 
chance to choose whether to enter the educational AI system or not, 
but also lack the chance to opt out of the system. Third, in terms of the 
lack of transparency, when using AI models in the classroom, there is 
not only no clear explanation of the process and results, but also no 
detailed explanation of the actual shortcomings and potential risks. The 
latter, in particular, has not been discussed in great detail, but it does 
in fact exist [41]. In particular, while AI models provide personalized 
learning for students, they also have the problem of not always 
being able to understand the open-ended needs of students. Fourth, 
in terms of reduced autonomy for teachers and students, algorithm-
based forecasting and decision-making systems and inappropriate 
delegation of authority have led to this ethical implication. Therefore, 
it is essential to consider the long-term consequences of using AI 
models for students’ learning and cognitive abilities. Fifth, academic 
misconduct also emerges when AI technologies are misused by 
students. However, a previous review study has paid less attention 
to this ethical implication [10]. Therefore, this study extended the 
previous review work.

B. Six Ethical Principles of Using AI Models in the Classroom
The second research question revealed six ethical principles of using 

AI models in the classroom, namely fairness, privacy, transparency, 
accountability, autonomy and beneficence. 

First, the principle of fairness, as the most mentioned ethical 
principle in the review study, requires representation, accessibility, 
and inclusiveness of using AI models, in order to achieve algorithmic 
processes and results without discrimination or bias for students and 
teachers [41]. As noted in the previous section, when AI models fail to 

TABLE V. The Proposed Future Directions of Research and Practice of Related Research

Implications Direction for research Guideline for practice
The ethical implications of using AI 
models in the classroom need to be 
addressed further.

What algorithmic features and attributes are needed to 
reduce data bias in AI prediction models?

Continuously optimize educational AI prediction 
models by training them with unbiased data.

How can student autonomy in the use of AI models be 
maintained?

Cultivate learner-centered use of AI models.

Teaching AI and ethics lessons in educational contexts.

The ethical principles of using AI models 
in the classroom lack elucidation of the 
precise mechanism.

How do the ethical principles lead to ethical functioning 
of using AI models?

Strong policy guidance for educators is needed.

How can the ethical principles be integrated into 
teachers’ teaching practice?

Adopt more pedagogical responsive and context-
sensitive ethical approaches in the use of AI models.

The ethical implications of using AI 
models in the classroom lack accurate 
assessment.

How are the ethical implications of AI models use 
investigated in the classroom?

Various approaches, such as case studies or interviews, 
and more clear-cut empirical research is required.

Clarify the definition of ethics of using AI models in the 
classroom.

What should be considered to evaluate the ethical 
implications of AI models use in the classroom?

Positive and negative impacts should both be 
considered.

The precise needs of the stakeholders should be taken 
into account.
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understand the needs of underrepresented students, such as minority 
students, this group of students may already feel marginalized. Hence, 
unbiased data training for AI models is recommended. Surprisingly, 
however, the AI Act recently approved by the EU did not even mention 
the principle of “fairness,” but explicitly mentioned the term “non-
discrimination.” Actually, the “fairness” in the Act is relatively hidden, 
and the expression “non-discrimination” is intended to reflect specific 
regulatory objectives, because it has a more specific measure than the 
concept of fairness [83]. Therefore, the principle of fairness in this 
study is essentially consistent with the term “non-discrimination” in 
the Act.

Second, the principle of privacy calls for the protection of personal 
data and information of teachers and students in the use of AI models. 
It is worth noting that, based on the perspective of the AI life cycle, 
Jang et al. further pointed out the need to protect new data generated 
in the use of AI models [63]. This was not examined in the previous 
literature review work [10]. In addition to highlighting the full life 
cycle of AI, at the legal level, the EU’s AI Act protects personal privacy 
by assessing the categories of AI risks. For example, the Act classifies 
the use of “real-time” remote biometrics in public places for law 
enforcement purposes as high risk. The practice is prohibited because 
it poses a great risk to an individual’s private life [84]. Therefore, it is 
suggested that in the classroom, both aspects of the full life cycle of AI 
models and risk categories need to be considered to protect personal 
privacy.

Third, the principle of transparency mainly includes interpretability, 
traceability, data ownership and communication. Similar to the 
definition of transparency in the AI Act proposed by the EU [85], 
transparency here is meant not just as an algorithmic attribute, but as 
a means of supporting broader and different values. This act further 
distinguishes among technical, enabling and protective transparency. 
In particular, in addition to presenting the conditions, process, and 
results of using AI models in detail, the actual shortcomings and 
potential risks of using AI models in the classroom should be clearly 
stated, and even relevant remedial suggestions should be made [16]. 
It is worth noting that although some of the complex AI models, such 
as deep learning neural networks, have techniques for interpreting 
and proving results, there is still a need to customize different 
interpretations for different audiences [29]. In the field of education, it 
is necessary to provide detailed explanations for the use of AI models 
to teachers and students. 

Fourth, the principle of accountability is closely related to the 
previous principle of transparency, and both principles are mentioned 
simultaneously in multiple studies [11] [17]. Canada’s AI and Data Act 
also created a strong link between accountability, transparency and 
privacy provisions [86]. This means that individuals who use AI models 
responsibly also have an obligation to be transparent and provide data 
subjects with an explanation of the information intended or actually 
used by the AI model. In this Act, the principle of accountability 
specifically emphasizes responsible anonymization of data. In fact, 
accountability focuses more on requiring the establishment of 
mechanisms to ensure responsibility and accountability for AI models 
before and after their use [63]. The EU’s AI Act adopted different 
regulatory measures and accountability based on classifying different 
risk levels of using AI [87]. Therefore, this study recommends that 
systems of responsibility for the possible consequences of using 
AI models should be developed and implemented, to clarify the 
obligations of teachers and students in the classroom, and especially 
to protect their privacy rights. 

Fifth, the principle of autonomy emphasizes that teachers and 
students have the ability and right to act in accordance with their own 
interests and values, despite being under the monitoring system of AI. 
In previous studies, it is included in the human-centered principle, but 

these studies all emphasize human values in the use of AI [11] [15]. 
From a legal point of view, the US AI Bill of Rights also mentioned 
that the use of AI must follow this principle: where appropriate, 
individuals can voluntarily opt out of the automated system and 
choose a human alternative [18]. However, the expression of the term 
“where appropriate” is vague and subject to different interpretations. 
Therefore, the boundary and degree of autonomy should be clearly 
defined. When teachers apply AI models to assist classroom teaching, 
the key is to reasonably design learning materials and tasks, and to 
consider in what dimensions and to what extent students’ autonomy 
can be guaranteed, so as to avoid reducing students’ learning efforts 
and their learning autonomy.

Finally, the principle of beneficence calls for attention to the 
sustainable development of teachers and students when using AI 
models. Importantly, this principle emphasizes appropriate education 
and training on AI for teachers and students, which would help 
students critically understand AI and promote the development of 
teachers’ intellectual competence [65]. Hence, specialized AI ethics 
courses and lectures on improving AI literacy for teachers and students 
are suggested. This is similar to the “social and environmental well-
being” mentioned in the EU’s AI Act, which refers to the idea that AI 
should be developed and used in a sustainable and environmentally 
friendly way, while monitoring and assessing the long-term impacts 
on individuals and society [88]. Slightly different, training to enhance 
individual AI literacy is not mentioned in the Act, which focuses more 
on sustainable considerations in the development and use of AI.

C. Future Directions of Research and Practice of Related Research
The third research question concerns the main future directions of 

research and practice regarding the ethical implications and principles 
of AI models use in the classroom. Firstly, due to the lack of research 
on the specific solutions to the ethical implications about the use 
of AI in the existing literature, most of the discussions remain at 
the macro level, and so further exploration is needed in the future. 
From a technical point of view, how to train unbiased algorithms 
and what characteristics they should have needs to be explored. 
From a teaching point of view, how teachers can maintain students’ 
autonomy when using AI models, and how teaching materials should 
be properly designed should be examined. On the one hand, it is 
recommended that AI ethics courses and lectures support students’ 
autonomous development when using AI models. This has also been 
considered in previous studies [82]. However, it is further suggested 
that when teachers design teaching materials, they should allow 
ample opportunity for students’ autonomous development, and 
some traditional classroom teaching is still valuable, such as class 
discussion, rather than relying entirely on AI models. Secondly, future 
research needs to further elucidate the precise mechanisms of ethical 
principles of using AI models in the classroom, and extend them to 
the implementation phase because the ethical principles discussed 
in the existing literature lack research on specific classroom use 
cases. This includes how ethical principles are translated into ethical 
functions and how they are integrated into teachers’ instruction 
practices, all of which are unclear. In fact, more ethical principles in 
the context of teaching situations should be explored, which have not 
been mentioned in previous studies. Thus, future research should be 
based on different classroom types, such as online classes and flipped 
classes, to conduct different specific discussions. Finally, the accurate 
assessment of the ethical implications of AI use in the classroom is 
required, because what and how to assess it remains unclear, and 
more empirical research is called for. This finding echoes Memarian 
and Doleck’s research [17], which reviewed the existing investigation 
methods of ethical implications and revealed the deficiency of 
quantitative research methods. However, this study further reported 
that ethical implication assessments for the future focus on teaching 
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and learning in the classroom, and developing or customizing ethical 
implication assessments for specific AI models use cases in classroom 
contexts. Due to the complexity of the situations presented by the 
real classroom, the evaluation of the ethical implications of using AI 
models should consider various factors, especially when it comes to 
sensitive topics such as student privacy aspects.

VI. Conclusions

A. Implications 
The main theoretical contribution of this study is to outline the five 

ethical implications (including algorithmic bias and discrimination, 
data privacy leakage, lack of transparency, decreased autonomy, 
and academic misconduct), six ethical principles (including fairness, 
privacy, transparency, accountability, autonomy and beneficence), 
and the main future research directions and practices of the related 
research. This structure stems from a systematic review that helps to 
understand and conceptualize practice and research of using AI models 
ethically in the classroom. Additionally, this review is conducive to 
validating some less explored areas to help researchers determine the 
direction of future research efforts on the ethical implications of the AI 
models use in the classroom, for example, the strategic and evaluation 
study of the ethical implications, which still remain less researched. 
Meanwhile, some specific guidance schemes are provided in this 
study. On a practical level, this research helps educators and learners 
to understand which behaviors are ethical when using AI models for 
education-related purposes, which could lead to the implementation 
of appropriate regulation. Importantly, the study provides a detailed 
elaboration of ethical principles and practical recommendations to 
better promote the ethical use of AI models in the classroom.

B. Limitations and Future Work
However, several limitations of this systematic review must be 

acknowledged. First, the literature reviewed in this study mainly comes 
from two databases. Future research can consider other databases, 
such as Science Direct and Google Scholar, to retrieve suitable papers. 
In addition, during the eligibility phase of this systematic review, 32 
articles were excluded because the full text was not available. Finally, 
since the articles reviewed in this study are mainly from Europe and 
North America, most represent Western perspectives. Therefore, there 
should be further reviews of the research from other continents or 
in other languages to gain a broader understanding of the ethical 
implications of AI model use in the classroom.
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