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ABSTRACT
Information visualization tools are widely used to better understand
large and complex datasets. However, to make the most out of them,
it is necessary to rely on proper designs that consider not only the
data to be displayed, but also the audience and the context. There are
tools that already allow users to configure their displays without
requiring programming skills, but this research project aims at
exploring the automatic generation of information visualizations
and dashboards in order to avoid the configuration process, and
select the most suitable features of these tools taking into account
their contexts. To address this problem, a domain engineering, and
machine learning approach is proposed.
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1 INTRODUCTION
Information visualizations, infographics, dashboards, and any kind
of medium that visually conveys information are part of every day’s
life. These tools support reasoning and decision-making processes
through visual analysis.

The relevance of data visualization has grown over the years
given the large amounts of data being continuously generating
nowadays. These large quantities data ask for methodologies that
enable people to understand, explore and process different data
dimensions.

While data visualization provides a basis to generate knowledge,
it is not miraculous. It is still necessary to account for the data
context, the audience skills, beliefs and other several quantity of
factors.

That is why research in visualization adaptation and generation
of the best kind of dashboard features depending on the user and/or
context is gaining relevance [1-9].

This research focuses on the application of conceptual frame-
works such as meta-modeling and domain engineering to tackle the
automatic generation and adaptation of information visualizations
and information dashboards relying on their most fine-grained
shared features.

2 HYPOTHESIS AND OBJECTIVES
The main hypothesis of this work is the following [10]:

H1. The tailoring of user interfaces for supporting decision-
making processes increment the efficiency and efficacy when ex-
tracting information and generating knowledge from the displayed
data.

This hypothesis tries to answer the question on how the features
of a visualization tool can modify the perception of a user and the
insights reached through them.

However, to test this hypothesis it is necessary to identify the
common and fine-grained features of information visualizations and
dashboards. For these reasons, as we will explain in the remaining
sections, the first objective of this research is to identify these
common characteristics and arrange them into a meta-model that
will allow the decomposition of these tools into abstract elements
and components.

The next objective is to obtain a framework for the automatic
generation of dashboards by varying the meta-model parameters
and elements. This framework takes a Software Product Line (SPL)
engineering approach, which ensures reutilization and flexibility
when it comes to tailor products and systems.

Finally, by obtaining this framework, it will be possible to auto-
matically generate dashboards within different domains and con-
texts. This will allow the study of how varying different features
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could impact the user efficiency and insights when visually analyz-
ing data.

The outcomes of this process will enable the testing of the posed
hypothesis, as well as the application of machine learning algo-
rithms to learn from the performance of users depending on the
selected visualization features. This will set the basis for obtaining a
machine learning-driven approach to generate adapted and tailored
information visualizations and dashboards.

3 METHODOLOGY
3.1 Domain engineering
As the title suggests, the main methodology employed for this
project is domain engineering. Domain engineering [11] is referred
to the thorough study of a specific domain in order to extract shared
concepts or commonalities.

In the case of information systems, taking this approachmeans to
search form common features and variability points among different
software products that belong to the same domain or “family”.
In fact, the domain engineering phase is the first step to build a
software product line [12, 13], as it will create the foundation of
the family of products that will be built.

It is important to deeply understand the domain in which the
product line will be framed, because identifying proper features,
in a proper level of granularity is crucial to take advantage of this
paradigm.

This methodology has been chosen to carry out the present
project because dashboards and information visualizations vary
widely, but they always share primitive and abstract elements, such
as encodings, structures and visual elements [14, 15]. Combined
with a meta-modeling approach, we have identified and arranged
high-level features of these tools into a meta-model.

3.2 Meta-modeling
Meta-models are the backbone of model-driven paradigms [16-
18]. These artefacts allow the mapping of abstract entities to more
specific and detailed entities.

The Object Management Group (OMG) proposes the model-
driven architecture (MDA) as a framework to implement this ap-
proach. The proposed architecture provides different guidelines for
software development by employing abstract models to describe
and define the target system [19].

Moreover, the OMG proposal uses a set of standards: meta-
object facility (MOF), unified modeling language (UML), XML
(Extensible Markup Language) metadata interchange (XMI), and
query/view/transformation (QVT).

Using this approach along with the domain engineering method-
ology enables the identification of crucial commonalities in the
dashboards domain, thus obtaining a generic skeleton to generate
these powerful tools. Specifically, the dashboard meta-model is an
instance of MOF (i.e., an M2-model), so it can be instantiated to
obtain M1-models [20].

3.3 Machine Learning
One of the main goals of identifying structuring dashboard features
into fixed relationships and shared concepts is to subsequently
apply machine learning algorithms to them.

Machine learning allows the automatic recognition of patterns
in data and the application of the derived knowledge to generalize
problems and predict values based on those learned patterns.

This methodology has been chosen to carry out the present
project because dashboards and information visualizations vary
widely, but they always share primitive and abstract elements, such
as encodings, structures and visual elements [14, 15].

Applying these algorithms could yield very interesting results,
such as which configuration fits better the target audience, or which
features are more important for a dashboard or information visual-
ization given its context of application.

4 DISSERTATION STATUS
The first outcome of this work was a Systematic Literature Review
(SLR) [21] which set the conceptual basis for the subsequently step.
In this SLR, the authors identified and classified different methods
for tailoring dashboards. The SPL paradigm and domain engineer-
ing approach was among these tailoring methodologies, but there
was not any combined approach that mixed domain engineering
approaches with machine learning algorithms.

In this section, the rest of the milestones achieved during the
development of this dissertation will be presented.

4.1 Meta-model
As stated in the research objectives, the first step was to identify
the common features existing within the dashboard domain.

These features are very fine-grained, and involve very primitive
and conceptual elements such as scales, encodings, visual marks,
etc.

By taking a model-driven approach, it has been possible to ar-
range all these fine-grained features that are common to informa-
tion dashboards into a meta-model, including concepts regarding
the users, such as their information goals and the visualization
tasks needed to achieve them [23].

Figures 1 and 2 depict the outcome of this conceptualization
process, which is an Ecore version of the proposed meta-model
[22, 24].

4.2 Software Product Line
Once the dashboard features were identified, it has been possible
to develop a programming framework to automatically generating
information dashboards given a configuration file.

This framework is based on the software product line paradigm
[12, 13], and it relies on core software assets that are combined to
provide a final product that fits the input configuration.

A template-based approach has been taken to combine all these
small software pieces (i.e., variability points in the SPL context
[25-28]). This approach enables the configuration of fine-grained
features, which fits the requirements of the dashboard domain.

A Python-based code generator (which relies in the Jinja2 tem-
plate engine [29]) has been designed to parse the meta-model-
compliant configurations and inject the code associated to each
primitive feature.

The outcomes of the generator are a set of HTML and JavaScript
files which hold the code for the final product.
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Figure 1: Overview of the Ecore version of the dashboard meta-model [22].

Figure 2: Detailed view of the dashboards’ components primitive elements [22].

4.3 Machine Learning application
One of the strengths of using the previously depicted approaches is
the possibility of connecting the dashboard generation pipeline to
external algorithms that could infer the best features to configure.

Currently, different proofs of concept are being developed to
validate the viability of applyingmachine learning algorithms to the
configuration files. Themain goal is to obtain amodel to recommend
the best configuration for an information dashboard or classifying
information visualizations based on their most primitive features.

5 CONCLUSIONS
The proposed dissertation focuses on addressing information vi-
sualization and decision-making related issues, with the goal of
obtaining a context-aware framework for generating information
dashboards.

The reached milestones of this project include: a systematic
literature review to gain knowledge about the dashboard domain
and tailoring methodologies, a dashboard meta-model that captures
high-level features and properties of these tools and a first version
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of a software product line to automatically generating code by using
configurations that are compliant to the meta-model.

The next steps will involve the connection of external algorithms,
such as machine learning models, to guide the generation pipeline
with the goal of improving the effectiveness of the generated dash-
boards.
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